
INTRODUCTION

Analysis and forecasting the chemical composition of

water quality indicators is the base of water environmental

assessment, planning and management. Because there were

so many factors related to transformation and migration of

the contaminants in water, it is a complex process to simulate

and forecast. And it is hardly to obtain the complete statistical

data of pollution sources investigation, so the prediction

accuracy of water quality is low precision. Now, there were

several methods on water forecasting such as pollutant sources

investigation method, Mann-Kendall trend analysis model,

linear regression method, sliding average method, etc.1-3. Studies

shown that key indicator is oxygen balance to influence the

water quality, which indicates the condition of dissolve oxygen.

DO and BOD are two important indicators.

The article adopted the hybrid TS-SVM (Taboo Search-

Support Vector Machines) model to forecast the concentration

of BOD and DO, the method can be used when forecasting

other indicators of water quality. Support vector machines

(SVM) was proposed by Boser et al.4 and Vapnik5 to improve

the accuracy of classifiers in machine learning and pattern

recognition. Support vector machines is a powerful method-

ology for solving problems in nonlinear classification, function

estimation and density estimation which has also led to many

other recent developments in kernel based methods in general5.

The advantage of SVM is that it can achieve high accuracy

with relatively small training sets. However, as a key part of

statistics theory, the application of SVM was far from the

expect effect, main reason is how to choose the parameters of
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SVM6,7. In order to express the performance of SVM fully,

the parameters must be chosen appropriately.

Studies shown that error punishment factor C and nucleus

function parameter (σ) were not only played a large role in

the precision of SVM, but also had a great influence on the

performance of machine6,7. So, support vector machines and

Taboo search are combined to establish an improved hybrid

TS-SVM model for BOD and DO concentration forecasting,

in which parameters of SVM were optimized by Tobaco search.

Here, two representative studies shown that the hybrid TS-SVM

model has the feasibility to forecast the concentration of BOD

and DO, better results were received in condition of the limited

samples. The advantages of this model have been shown in

comparing the results achieved by other models.

EXPERIMENTAL

Hybrid TS-SVM model: Support vector machines has

the advantages of fast learning, global optimization and strong

promotion compares with the traditional neural network methods

which is based on empirical risk minimization. It can not only

obtain the complex mapping relationship between the dependent

variable and independent variables, but also get the evaluation

and prediction results significantly better than other methods

of pattern recognition and regression6,7. However, as a core

element in the statistical learning theory, support vector

machine's application is far from the desired theoretical effect.

Parameter selection problem is a key factor to their application.

In order to give full play to the performance of SVM, kernel

function parameters must be chosen appropriately. Parameter

σ (the kernel function) and C (the error discipline) are the key
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factors to the performance of SVM. Selecting the appropriate

kernel function parameter σ and the error penalty factor C is

essential for the performance of learning machine6,7. There-

fore, a hybrid TS-SVM model was proposed based on the para-

meter optimization of SVM by Taboo search8, the generic flow

of TS-SVM is given as follows:

Step 1: Initialization: length of the taboo search list, range

of some main parameters, the spanning way of the neighbour-

hood, the number of cycles, etc.

Step 2: Calculates the fitness value: Divide a small por-

tion (generally the 10 % of all training samples) of the sample

data used for training as the test sample set. The remaining

training samples were used in SVM to fit the requirements.

Predicting values were calculated by the test samples after

obtaining the parameter values of the SVM model.

Step 3: Updates the taboo search list and the optimal

solutions.

Step 4: Check the termination condition, if satisfied, end

the optimization; otherwise t = t + 1, go to step 2. Ending

conditions are the maximum evolution algebra in optimal

achieve or the error is less than a given range;

Step 5: The optimal value of the TS algorithm is the

optimal parameter vector (C, σ) in the SVM. Learn all the

training samples to get simulation accuracy by the optimized

SVM.

Basic principle of SVM: The details of SVM are discussed

in previous references4-7. Set the training sample {xk, yk}
l,

where, xk ∈ Rn is n-dimensional input sample, yk ∈ R is the

output sample. The approximation problem of the function is

to find a corresponding function f for samples other than x

after training through the sample. Support vector machines

estimates the unknown function by the following equation4,5:

 f(x) = wφ(x) + b (1)

where, φ(x) presents the mapped high dimensional feature

space, b is the deviation value. The following formulae can be

obtained by minimizing the risk function to coefficient w and b:
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where, C(C > 0) is the penalty constant. Finally, the corres-

ponding regression function (1) can be directly expressed as

follows:
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)x,x(k i  is the nuclear function, which satisfy the Mercer

condition. The study selects the Gauss nuclear function:
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where, σ is the nucleus function parameter.

RESULTS AND DISCUSSION

BOD concentration forecasting of the trunk stream of

Dongjiang River in Huizhou City: BOD concentration of

the trunk stream of Dongjiang River in Huizhou City was

monitored in August 2002. The monitoring data adopted by

reported method9 are shown in Table-1. BOD concentration

were forecasted by TS-SVM. BOD concentration forecasting

models of Huizhou Bridge, Lantang, Ping Mountain, respec-

tively are shown as follows:

Step 1: Due to the limitation of training sample, the front

eight samples were used as the training sample in the hybrid

TS-SVM model, the ninth sample was used as test sample.

Square root of test result with the actual value is flexibility

value to quit the program. The tenth sample was used as the

forecasting sample.

TABLE-1 

MONITOR SAMPLE AND FORECASTING RESULTS OF BOD CONCENTRATION (mg/L) 

Time 
Lantang Ping Mountain Huizhou Bridge 

Monitoring data Prediction value Monitoring data Prediction value Monitoring data Prediction value 

1 1.20 1.2538 0.40 0.4696 0.40 0.4151 

2 2.20 2.1724 0.80 0.6362 0.80 0.8049 

3 3.20 3.1871 0.80 0.9849 1.40 1.3819 

4 4.20 4.1733 1.70 1.6016 1.70 1.7340 

5 5.00 5.1951 2.30 2.3252 2.40 2.3624 

6 6.20 5.8459 2.90 2.8977 3.40 3.4584 

7 5.80 6.1095 3.40 3.3570 4.60 4.5183 

8 6.80 6.6733 3.90 3.9904 5.55 5.6297 

9 7.50 7.4896 4.90 4.8365 7.10 7.0452 

10 7.60 7.6219 5.50 5.4875 7.55 7.5338 
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Step 2: The time value samples were used as the input

sample in forecasting part of TS-SVM, while the BOD concen-

tration samples were used as the output part. When the optimal

parameters of SVM optimized by TS were obtained, the

hybrid TS-SVM was formed.

Step 3: Forecast the future concentration of BOD by the

optimized TS-SVM model.

Parameter setting of TS-SVM is shown as: taboo list

length: 100, the max iteration times: 1000, error punishment

factor C ∈ [0.001, 200], nucleus function parameter σ ∈ [0.001,

2]. The optimal parameter value are: Lantang: C = 121.5686,

σ = 0.9974; Huizhou Bridge: C = 198.8038, σ = 0.6782; Ping

Mountain: C = 198.2813, σ =1.4583. The prediction values of

BOD are shown in Table-1.

Dynamics simulation model was common when forecas-

ting the concentration of BOD. So, the analysis of variance

between prediction value by dynamics simulation model9 and

by TS-SVM model is shown in Table-2. From the table, it can

be concluded that the fitting error and inspection error of

prediction value by TS-SVM model is less than that by

dynamics simulation model.

The prediction values by TS-SVM model and the monitor

sample of BOD are shown in Fig. 1. The simulation results by

dynamics simulation model are also shown in Fig. 1.

Another case study on BOD-DO concentration forecasting

model: The normal water level of a reservoir is 1140 m and

the total storage capacity is 4.589 billion m3. The capacity of

the reservoirs, regulative flow, inflow and the experience values

of the corresponding BOD and DO concentration of wet season

are shown in Table-310. In the table, the experience values of

BOD and DO concentration which can reflect the true value

were calculated by empirical formula. The article adopted

the TS-SVM model to forecast the BOD and DO concen-

trations by the factors total inflow, outbound flow and capacity

change.

The sample data during May to December were used as

the training data in the TS-SVM model, the square root of

BOD-DO concentration and the simulation value of TS-SVM

was used as training fitness. Parameter vector (C, σ) was opti-

mized by TS. Then, the sample data during January to April

are used as the forecasting data in SVM, then the prediction

concentration of BOD-DO are obtained.

TABLE-2 

ANALYSIS OF VARIANCE 

Dynamics simulation model TS-SVM 
Sampling stations 

Residual sum of squares Regression sum of squares Residual sum of squares Regression sum of squares 

Huizhou bridge 344.09 440.20 0.0229 60.0924 

Lantang 0.61 42.81 0.2804 43.8487 

Ping mountain 4.01 74.79 0.0904 27.9761 

 
TABLE-3 

PREDICTION CONCENTRATION OF BOD AND DO (UNIT: mg/L) 

Surface layer Bottom of the reservoir 

Month 
Total 

inflow 
m3/s 

Outbound 
flow m3/s 

Capacity 
of the 

reservoirs, 
m3/(s. 

months) 

BOD 

Experiential 
data 

BOD 

Prediction 
data 

DO 

Experiential 
data 

DO 

Prediction 
data 

BOD 

Experiential 
data 

BOD 

Prediction 
data 

DO 

Experiential 
data 

DO 

Prediction 
data 

5 99.4 136.2 1043.3 0.418 0.3529 9.133 9.1336 0.359 0.3603 8.201 8.1981 

6 341.0 72.1 1312.1 1.087 1.0721 8.272 8.2785 1.564 1.5575 5.177 5.1914 

7 906.0 471.1 1747.0 1.176 1.1727 7.764 7.7739 1.473 1.4672 6.871 6.8757 

8 614.0 614.0 1747.0 0.685 0.687 7.877 7.8862 0.826 0.8253 7.402 7.4036 

9 243.0 243.0 1747.0 0.435 0.4158 8.323 8.3291 0.551 0.5518 7.916 7.9147 

10 198.0 198.0 1747.0 0.351 0.3988 8.962 8.9637 0.417 0.4182 8.308 8.3045 

11 99.4 178.2 1668.1 0.215 0.209 9.780 9.7762 0.233 0.2358 8.659 8.6535 

12 58.8 131.0 15959 0.165 0.1652 10.775 10.7644 0.168 0.1724 8.039 8.037 

1 50.6 134.6 1511.8 0.179 0.209 11.160 11.1507 0.177 0.19 8.013 8.0118 

2 52.9 139.7 1424.9 0.193 0.2085 11.131 11.1278 0.193 0.1734 8.035 8.0342 

3 32.0 146.9 1310.1 0.141 0.1539 10.646 10.639 0.120 0.1292 8.319 8.3155 

4 36.5 158.3 1247.8 0.121 0.1423 9.744 9.7861 0.136 0.1348 7.661 7.8402 
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Fig. 1. Prediction value of BOD concentration in Huizhou Bridge (a), Ping Mountain (b), Lantang (c), respectively
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The optimal parameter value are: BOD from bottom of

the reservoir: C = 126.3479, σ = 0.1285; DO from bottom of

the reservoir: C = 173.9194, σ = 0.0037; BOD from reservoir

surface: C = 193.9464, σ = 9.9809; DO from reservoir sur-

face: C = 145.5814, σ = 0.0071. The prediction values by hy-

brid TS-SVM and the calculative values by empirical formula

are shown in Fig. 2. It can conclude that the prediction values

are close to that calculated by empirical formula in the figure.
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Fig. 2. Predictive concentration of BOD (a) and DO (b)

Conclusion

• SVM and TS were combined to establish an hybrid TS-

SVM model, in which TS was used in tuning parameters of

SVM, in order to overcome the blindness of the model

parameters. The hybrid TS-SVM model has a more clearly

theoretical guidance compared with other methods which

present widely used through cross-validation method.

• A simple and practical method TS-SVM was proposed

for concentration forecasting of BOD and DO, results shown

that it can gain an ideal forecasting effect by the way of combi-

nation, especially for small sample forecasting problem.

• The article only adopted Gauss nuclear fuction as the

kernel function, but in fact different kernel function selections

have direct effect to SVM model. Therefore in-depth studies

on how to choose other type of kernel function will be needed

in future.
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