
INTRODUCTION

Polymorphism begins with nucleation. The nucleation
mechanism can be divided into two main categories, homo-
geneous and heterogeneous [1]. Homogeneous nucleation
rarely occurs in large volumes (greater than 100 µL), as random
impurities in solution can induce nucleation [2]. The surface
or interface of a composition and/or structure that is different
from the crystallizing solute can serve as the nucleation
substrate by decreasing the energy barrier for the formation
of a nucleus that can grow into a mature crystal. Nucleation
promoted by crystals in a crystallizing solute is known as
secondary nucleation. These mechanisms have been thorou-
ghly described by Mullin [3] and Myerson [4]. Nucleation
mechanisms are of great utility in controlling the nucleation
and transformation of polymorphs and solvents, isolating
metastable solid phases in confined spaces [5], diverting the
nucleation of polymorphs using solid substrates to template
certain crystal structures [6] and controlling transformations
during the dissolution of metastable solid phases [7]. In recent
years, several new techniques have been developed for nucleation.
Additionally, some recent developments in crystallization
techniques also contribute towards this goal [8-12]. Different
techniques for the generation of polymorphs are presented here.

Single solvent crystallization: The crystallization technique
is designed using parameters such as temperature, solvent
range, concentration, etc. In this method, a compound is dissolved
in a single solvent and a clear solution is obtained at room
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temperature or higher. The compound is then crystallized using
gradual cooling (the hot crystallizing solution is brought to
room temperature slowly and then cooled) or sudden cooling
(the crystallizing solution is cooled rapidly). If crystals do not
grow upon cooling, then crystallization is induced by scrat-
ching with a glass rod or the addition of a seed. The solvent is
selected with care and those that are likely to be encountered
during formulation or processing are preferred. Various factors
that affect crystallization by this technique are a) solvent
polarity, b) concentration, c) temperature (including cooling
rate), d) seeding and e) agitation. The main reason for the
variation in crystallization in different solvents is the difference
in polarity of these solvents. Molecules in solution often tend
to form different types of hydrogen-bonded aggregates. The
concentration of the solution also plays an important role in
the generation of crystals, where the better the concentrate,
the better the crystallization. Suzuki [13] reported that the α-form
of inosine can be easily crystallized from water, whereas the
β-form requires seed crystals. Seeding is often used to isolate
the desired morph; for example, Form I of atorvastatin calcium
always requires seed crystals to obtain the pure morph. The
quantity of seed added varies from compound to compound,
ranging from a pinch upto 1 %. Agitation also affects crystalli-
zation, where fast agitation results in metastable morphs with
smaller particle sizes and slow agitation results in thermodyna-
mically stable morphs with larger particle sizes.

A commonly used crystallization technique involves
controlled temperature change. Slow cooling of a hot saturated
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solution can be effective for producing crystals if a compound
is soluble at higher temperatures, whereas slow warming is
applied to compounds soluble at higher temperatures. One of
the possibilities of crystallization is to heat the solution to
boiling, filter the undissolved solute and then cool the filtrate.
It has been observed that high boiling solvents are useful for
obtaining metastable polymorphs. Behme and Kensler [14]
reported that in the crystallization of buspirone hydrochloride
below 95 °C, a polymorph with a lower melting point was
obtained, whereas during crystallization above 95 °C, a new
polymorph with a high melting point was obtained. The low
melting point form of buspirone can be converted to the high
melting point form by recrystallization in xylene.

Both the cooling rate and initial concentration influence
the properties of polymorphs A, B, C and E isolated from
stearic acid, as reported by Kaneko et al. [15]. In this case,
only Garti et al. [16] reported a correlation between the poly-
morphs isolated and the extent of solvent-solute interactions.
Sudden cooling mostly results in precipitation of the metastable
forms.

Oharriz et al. [17] reported the effect of the polarity of
the solvent on the nature of the final polymorph isolated. Form
III of diflunisal was obtained from polar solvent, whereas
Forms I and IV were obtained from non-polar solvents. Wu
et al. [18] isolated Form I of moricizine hydrochloride from
polar solvents such as acetone, ethanol, acetonitrile, etc. whereas
the use of methylene chloride or a methylene chloride/ethyl
acetate mixture resulted in Form II.

Multi-solvent crystallization: If the compound is not
soluble in a single solvent or the desired polymorphic trans-
formation is not obtained, a mixture of solvents can be used.
This method employs the dissolution of the compound in a
mixture of two or more solvents, followed by crystallization
through gradual or sudden cooling. This system usually depends
on the solubility of the compound in the different solvents.
Often, a solvent system is selected in which the solute is more
soluble in the component with higher vapour pressure. Because
the two solvents evaporate at different rates, as the volume of
solution is reduced, the composition of the solvent mixture
changes. Crystallization can be designed by choosing a variety
of solvent systems in which the compound is soluble, thereby
increasing or decreasing the polarity of this solvent system.
Mixing ethanol and water makes the system polar, whereas
mixing ethanol and ethyl acetate makes the solvent system
less polar. Kitamura et al. [19] illustrated that Form A and
Form B of L-histidine was crystallized using an ethanol-water
mixture with a volume fraction of 0.2 and 0.4, respectively. In
this particular example, the transformation rate for conversion
of Form B to Form A decreases with the ethanol concentration.
Form I of dehydroepiandrosterone was obtained by recrystalli-
zation from a mixture of warm ethyl acetate, acetone and aceto-
nitrile [20]. The new triclinic form B of hydroxyprogesterone
caproate was synthesized from slurry in multiple solvent [21].

Antisolvent addition: A new polymorph of a given com-
pound can be obtained by dissolving the compound in a single
solvent, followed by the addition of an antisolvent with properties
opposite to the previous solvent. Normally, the antisolvent is
a solvent in which the compound has either very low or no

solubility. One of the key points in this crystallization method
is to not use a large volume of antisolvent. Large volumes
can be used when precipitation of the material is required to
generate the metastable forms. One of the experimental
techniques for this type of crystallization is heating the solution
and then pouring it into the antisolvent or over cracked ice.
For example, the amorphous form of atorvastatin was reported
to be obtained by dissolving the drug in tetrahydrofuran with
cyclohexane as the antisolvent, whereas Form I was obtained
by dissolving the drug in methanol and precipitating it with
water [22,23]. Otsuka et al. [24] reported the isolation of Form
B of phenobarbital by adding a saturated methanolic solution
of the compound drop-wise into water, whereas Form E was
obtained by replacing methanol with dioxane. The α-form of
indomethacin has been prepared by dissolving the compound
in methanol and precipitating with water [25].

Complete removal of solvent: This technique involves
the complete removal of solvent from solution by evaporation
at normal pressure or under vacuum and is commonly used to
obtain the amorphous form. If the solvent occupies channels
in the crystal structure, the structure remains intact upon evapo-
ration and a solvate is formed. On the other hand, when the
solvent is strongly bonded to the solute molecules, the structure
collapses upon evaporation, resulting in an amorphous powder.
The complete removal of solvent results in the amorphous form.
However, the problems, such as the presence of organic volatile
impurities (solvents), have to be dealt with, according to FDA
guidelines. This technique has been used to obtain anhydrous
raffinose from pentahydrate [26], erythromycin from dihydrate
[27] and tranilast from monohydrate [28]. Form II of dehydro-
epiandrosterone was obtained by the evaporation of solvent
under vacuum, while Form B of fosinopril sodium was isolated
by the rapid drying of its solution [29].

Grinding: Grinding is also an established method for poly-
morphic transformations and has been used for sulfathiazoles,
barbital, cephalexin, indomethacin, phenylbutazone and
chloramphenicol. Although grinding of a compound results
in an amorphous substance, different polymorphic forms can
be obtained, as reported in the case of chloramphenicol, where
the metastable Forms B and C were transformed into the stable
Form A upon grinding at room temperature [30]. The grinding
temperature affects the polymorphic transformation; e.g.,
indomethacin gave a non-crystalline solid by grinding at 4 °C,
whereas metastable Form A was obtained by grinding at 30 °C.
Caffeine Form II has been reported to convert into Form I by
grinding [31]. This technique involves decreasing the particle
size of the compound using a grinder. The amorphous form of
ranitidine has been obtained by grinding or cryomilling [32].

Lyophilization: Lyophilization, or freeze-drying, involves
freezing the material, followed by reducing the surrounding
pressure to allow frozen water in the material to sublimate.
This technique is particularly useful for compounds that
decompose in the presence of moisture but are stable as dry
solids. This technique results in the complete removal of solvent,
especially water and is used to obtain the amorphous form.
Lyophilization usually has three stages, freezing, primary
drying and secondary drying. To obtain amorphous materials,
rapid freezing is employed to avoid crystallization. The primary
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drying phase involves the sublimation of frozen water or the
vaporization of another solvent. This step is carried out by
reducing the pressure in the chamber and supplying heat to
the product. The secondary drying phase consists of the desor-
ption of moisture from the solvent. Rapid freezing of a methyl
p-hydroxybenzoate solution containing α-cyclodextrin and
benzoate/cyclodextrin in a ratio of 0.33 gives the amorphous
form after freeze-drying. β-Cyclodextrins have been isolated
in the amorphous form by lyophilization. Aspirin [33], ketoprofen
[34] and naproxen [35] have also been isolated using this
technique.

Sublimation: Sublimation is the process of the transition
of a substance from the solid phase to the gas phase without
passing through an intermediate liquid phase. The polymorphic
modification is affected by the sublimation temperature. Unstable
crystals are preferentially formed at lower temperatures, while
at higher temperatures, stable forms are obtained. This tech-
nique is applicable only to thermally stable compounds. One
of the best methods for obtaining a good sublimate is to spread
the material over a portion of a half-slide in a petri dish and
cover it with a glass. Heat is applied to the system and when
the sublime is well formed, the cover glass is removed to a
clean slide for examination. It is also possible to form good
crystals by sublimation from one microscopic slide to a second
suspended above it. The upper slide is also heated, so that the
temperature of the suspended slide is below the lower slide.
Cooling of the cover slip by placing drops of various low boiling
solvents on the top surface causes condensation of the more
unstable morphs. The crystals of various modifications thus
obtained can be used as seed for solution phase crystallization
of larger quantities. This is a very good technique to grow single
crystals of certain morphs. In this technique, the compound
undergoes a phase change from solid to gas and then back to
solid. Form I of 9,10-anthraquinone-2-carboxylic acid was
obtained as needle-like crystals by sublimation above 250 °C
[36]. This technique has also been used for the purification of
polymorphs of theophylline [37]. Vacuum sublimation has
been reported to produce new stable morphs of 1,3-dimethyl-
uracil and malonamide [38].

Crystallization from the melt: In accordance with
Ostwald’s rule, cooling the melts of polymorphic substances
often yields the least stable modification first, which subse-
quently rearranges into stable forms. Since the metastable form
has a lower melting point, super-cooling is necessary for
crystallization. After melting, the system must be super-cooled
below the melting point of the metastable form and at the same
time, the crystallization of the more stable form or forms must
be prevented. Quench cooling of the melt results in the amor-
phous form, which is usually obtained by cooling the melt so
quickly that crystallizing nuclei do not have sufficient time to
grow. The liquid remains a fluid below its normal freezing
point. As cooling continues, the viscosity of the liquid conti-
nues to increase and finally, a glassy stage is obtained, which
is the amorphous form. Caffeine Form I is obtained by heating
Form II at 180 °C for 10 h. Yoshioka et al. [39] reported that
the amorphous form of indomethacin was obtained at 40 °C,
whereas mixtures of other morphs were obtained between 50
and 60 °C.

Vapour diffusion: This technique is particularly useful
for the preparation of single crystals for crystallographic
analysis. In this method, the substance is dissolved in a solvent
and this solution is kept in another larger vessel containing a
small amount of a miscible, volatile antisolvent. The larger
vessel, often a desiccator, is then tightly closed. As solvent
equilibrium is approached, the antisolvent diffuses through
the vapour phase into the solution and saturation or super-
saturation is achieved (Fig. 1). Crystals of human serum albumin
have been successfully grown in a variety of gels using crysta-
llization conditions equivalent to those utilized in the popular
hanging-drop vapour-equilibration method [40].

Fig. 1. Vapour diffusion method

Spray drying: Spray drying is a commonly used technique
to dry heat-sensitive pharmaceuticals and change the physical
form of materials for use in tablets and capsules and to encapsu-
late solid and liquid particles. Spray drying mostly results in
the formation of amorphous powder and is used for heat-
sensitive substances. Spray drying is also the most commonly
used technique in food processing [41]. In this technique, a
liquid feed stream is first atomized for maximal air spray
contact. The particles are dried in the air stream in seconds,
owing to the high surface area that contacts the drying gas.
Particles made by this technique are spherical in shape and
free flowing. Polymorphs of lactose [42], digoxin [43] and
9,3-diacetyl-midecamycin [44] have been obtained from
aqueous solutions of the respective compounds using the spray
drying technique. The amorphous forms of cefazolin sodium,
α-lactose monohydrate [45] and furosemide [46] have been
isolated using the spray drying technique.

Precipitation of acidic or basic substances by a change

in pH: Many drugs fall in the category of weak acids or bases.
Their salt forms are much more soluble in water. The addition
of acid to an aqueous solution of a soluble salt of a weak base
or upon the addition of alkali to an aqueous solution of a salt
of a weak acid results in crystallization. In this technique, the
level of super-saturation is carefully controlled; for example,
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the water-soluble salt of a weak acid is precipitated with a
base and vice versa. Iopanoic acid was dissolved in 0.1 N NaOH,
adjusting the pH to 12.5 and 0.1 N HCl was added until reaching
pH 2.5, after which the amorphous powder was precipitated
[47]. Form III of hydrochlorothiazide was obtained from an
aqueous solution of sodium hydroxide by the addition of
hydrochloric acid [48].

High-throughput crystallization method: A high-through-
put process of crystal growth and analysis was developed by
considering the different crystallization parameters [49].
Robotic liquid handling prepares individual solutions, which
are subjected to various crystallization conditions. Crystals
are screened by a combination of optical image analysis and
Raman spectroscopy to differentiate polymorphs. The analysis
of patterns of polymorph generation under a multitude of
crystallization conditions provides a road map for generating
the desired form. This technique is basically a robotic technique
and has the advantage that polymorph screening is done on-
line and any polymorphic transformation can be recorded
directly.

Capillary growth method: This technique involves crystalli-
zation in small capillaries. Using this technique, a number of
solvents can be screened for polymorph generation at once. It
has been reported in the literature that to obtain metastable
forms of a compound, a high super-saturation ratio is often
required. Crystallization in capillaries is ideal for providing
an environment with high super-saturation, because small
volumes of solution isolate heterogeneous nucleants [50] and
induce turbulence and convection. The other additional advan-
tage of this approach is that the crystals can be analyzed by
powder X-ray diffraction (PXRD) and single crystal X-ray
diffraction.

Laser-induced nucleation: Non-photochemical laser-
induced nucleation (NPLIN) is a crystallization technique
which has the potential to affect the nucleation rate and therefore
can generate new polymorphs. Initial experiments revealed a
dramatic increase in the nucleation rate for a supersaturated
urea solution, which was irradiated with plane polarized light
[51]. The mechanism is proposed to occur by alignment of
the pre-nucleating clusters in the applied optical field. This
technique has not yet been used in pharmaceuticals, but it
represents a promising area in the generation and discovery
of new polymorphs.

Polymer heteronucleation: This is the first combinational
approach for controlling polymorphism that directly targets
nucleation. In this method, compounds are crystallized in the
presence of chemically diverse polymer hetero-nuclei by
solvent evaporation, cooling, sublimation or other traditional
crystallization techniques. The polymer acts as an additional
diverse element to affect the crystallization. This technique is
useful for controlling the formation of established forms as
well as for the discovery of unknown polymorphs without prior
knowledge of the solid-state structure. This technique is mostly
used for isolating protein molecules. Carbamazepine is known
to have three polymorphs. However, a fourth polymorph [52]
was discovered using polymer hetero-nucleation, which
remarkably, proved to be more stable than the well-studied
trigonal form [53].

Aitipamula et al. [54] clearly summarized the difference
of crystalline, amorphous and co-crystal. The article defines
the various regulatory compliance which are necessary for final
drug launch having polymorphism. Not only had the above
mentioned techniques now a days protein-mediated poly-
morphism through invertebrate calcium carbonate skeletal
elements alone in the absence of additives such as Mg(II) can
be done. In other words, certain proteins have inherent capa-
bilities for nucleation and specific polymorph [55].

Techniques for the characterization of polymorphs:

New polymorphs obtained using the above methods can be
characterized by a range of analytical methods. Once a poly-
morph is isolated, it becomes necessary to identify and charac-
terize it. The widely used analytical techniques are crystallo-
graphy, microscopy, thermal analysis, solubility studies, vibra-
tional spectroscopy and nuclear magnetic resonance. For
compounds of pharmaceutical interest, X-ray diffraction is
used to study polymorphic variations and all other techniques
are considered to be supporting techniques. Although, tech-
niques such as DSC, TGA, etc. are important tools to confirm
the results, PXRD provides the most characteristic analysis of
a polymorph, similar to NMR provides characteristics of com-
pounds. An individual, defined polymorph will have a defined
PXRD pattern.

Differential scanning calorimetry (DSC): Differential
scanning calorimetry is the most commonly used technique in
the pharmaceutical industry to study the phase transitions through
which a compound undergoes during polymorphic transfor-
mations. This technique was first reported by Haines and Wilburn
[56]. In this technique, the difference in the amount of heat required
to increase the temperature of the sample and a reference are
measured as a function of temperature [57,58] and a graph is
plotted between the differential heating rate and temperature.
The area under the curve in the obtained graph is directly
proportional to the heat absorbed or evolved by the thermal event.
The integration of these peaks thus gives the heat of reaction.

There are two basic types of differential scanning calori-
meters, heat flux DSC and power compensation DSC. In a heat
flux calorimeter, heat is transferred to the sample and reference
through an alloy disk. The heat transported to the sample and
reference is controlled, while the instrument monitors the
temperature difference between the two. In power compensated
calorimeters, separate heaters are used for the sample and the
reference. Both the sample and the reference are maintained
at the same temperature, while the electrical power used by
their heaters is monitored.

The sample pans in both the techniques are designed
to have a high thermal conductivity. The condensed sample,
such as a powder or crystal, is generally placed in an aluminum
sample pan, which is then placed in the sample cell. Before
analysis, a baseline is measured. Sample sizes generally range
from 3-5 mg and are crimped in an aluminum pan by a welding
press. The reference consists of a crimped empty aluminum
pan that is placed in the reference cell of the instrument. The
analytical time is dependent on the heating rate and heating
range. The effect of different heating rates during DSC was
studied by Lang et al. [59] which clearly showed the effect of
temperature on polymorph synthesis.
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In DSC measurements, an exothermic reaction is plotted
as a positive thermal event, whereas an endothermic reaction
is plotted as a negative thermal event. Fig. 2 shows a typical
DSC curve for an amorphous compound, which first undergoes
a glass transition at temperature Tg and then crystallization at
temperature Tc in an exothermic process. As the temperature
increases, the sample begins to melt and exhibits an endothermic
peak at temperature Tm. Therefore, the DSC method can be
used to determine the melting point of different polymorphs
[60]. As different polymorphs of the same compound have
different melting points and undergo different thermal events,
they produce different DSC curves.
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Fig. 2. Illustration of different thermal events in a typical DSC curve

The DSC curves of two forms of iopanoic acid, Form I
and Form II, are shown in Fig. 3. The DSC curve of Form II
shows an additional endothermic peak at 139 °C, which is
absent in the curve of Form I. The second peak might be due
to the removal of solvent from the polymorph.
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Fig. 3. DSC curves of iopanoic acid: (1) Form I and (2) Form II

Thermal gravimetric analysis: Thermal gravimetric
analysis (TGA) is a measure of the thermally induced weight
loss of a material as a function of the applied temperature.
This method is most commonly used to study desolvation
processes and compound decomposition, as these processes
are accompanied by weight change and can thus be identified
by a TG weight loss over the same temperature range. The

higher the decomposition temperature of a given compound,
the greater its stability. On the other hand, solid-liquid and
solid-solid phase transformations, in which the DSC method
is used, are not accompanied by mass loss of the sample and
would not register in a TG thermogram. Thermal-gravimetric
analysis is also used to determine the total volatile content in
a solid and thus helps to distinguish solvates or hydrates from
anhydrous compounds.

This technique was first used by Honda in 1915 to study
manganese oxysalts [61] and consists of continuous recording
of the mass of the sample as it is heated in a furnace. The most
common weighing device is a microbalance, which permits
the characterization of milligram (mg) quantities of samples.
The crucible in which the sample is placed is usually made of
platinum because of its high melting point (1772 °C) and low
reactivity. If a reaction with platinum is possible, a crucible
made of aluminum (melting point: 660 °C) or silica (melting
point: 1410 °C) can be used. The TGA curves (thermograms)
of (S)-4-[[[1-(4-flurorophenyl)-3-(1-methylethyl)-1-indol-2-
yl]-hydroxyphosphinyl]-3]-hydroxybutanoic acid disodium
salt (Fig. 4) are shown at 3 %, 33 %, 52 %, 60 % and 75 %
humidity [62].
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Fig. 4. Thermograms of (S)-4-[[[1-(4-flurorophenyl)-3-(1-methylethyl)-1-
indol-2-yl]-hydroxyphosphinyl]-3]-hydroxybutanoic acid disodium
salt

X-ray diffraction: Polymorphism ordinarily arises from
differences in the packing of conformationally equivalent or
in equivalent molecules. The three-dimensional pattern of
atoms in a crystalline solid is capable of acting as a diffraction
grating to light with a wavelength of the same order of magnitude
as the translational repeat period of the molecular pattern. This
period is of the order of 10–10 m and light with a wavelength of
this magnitude is called X-ray radiation. All X-ray diffraction
techniques are based on Bragg’s Law, which describes the
diffraction of a monochromatic X-ray beam impinging on a
plane of atoms. According to Bragg’s Law

nλ = 2d sin θ (2)
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where n is the order of the reflection (n = 1,2,3….), λ is the
wavelength in Å, d is the interatomic spacing between the
crystal planes in Å (the d-spacing) and θ is the angle of inci-
dence of the X-ray and crystal plane. The relative intensities
of the diffracted angle is equal to the number of free and inde-
pendent electrons scattering the X-ray beam. As different
polymorphs have different molecular arrangements within the
crystal lattice, they give different diffraction patterns. There
are two types of X-ray diffraction techniques used to determine
the polymorphism in compounds.

Single crystal X-ray: The technique of single crystal X-
ray crystallography has three basic steps. The first and often
most difficult step is to obtain an adequate crystal of the
material under study. The crystal should be sufficiently large
(typically larger than 0.1 mm in all dimensions), pure in
composition and regular in structure, with no significant
internal imperfections such as cracks or twinning.

In the second step, the crystal is placed in an intense beam
of X-rays, usually of a single wavelength (monochromatic
X-rays), producing a regular pattern of reflections. As the
crystal is gradually rotated, previous reflections disappear and
new ones appear; the intensity of each spot is recorded at each
orientation of the crystal. Multiple data sets may have to be
collected, with each set covering slightly more than half a full
rotation of the crystal and typically containing tens of thousands
of reflections.

In the third step, these data are combined computationally
with complementary chemical information to produce and
refine a model of the atomic arrangement within the crystal.
The final, refined model of the atomic arrangement, now called
a crystal structure, is usually stored in a public database.

Though solving a crystal structure provides great insight
into polymorphic solids, the necessity for obtaining suitable
single crystals and the degree of complexity associated with
data analysis precludes this technique from being used on a
routine basis for batch crystallization. Most drug substances
in the pharmaceutical industry are obtained as microcrystalline
powders, from which it is very difficult to obtain a single crystal
of the desired quality. Moreover, during the evolution of a
drug substance, it is usually sufficient to establish only the
polymorphic identity and to verify that the isolated compound
is of the desired structure. For these reasons, single crystal
XRD is not the most commonly used tool for the routine charac-
terization of polymorphs and solvates. The single crystals of
two morphs, Form I and Form II, of aspirin are shown in Fig. 5
[63].

Powder X-ray diffraction (PXRD): Powder X-ray diffrac-
tion is the most common technique used in the pharmaceutical
industry for the characterization of polymorphs. A PXRD
system consists of an X-ray source, two goniometers, a sample
holder, a detector, a computer system and an optical element
[64]. X-rays are generated by X-ray tube using copper (1.54
Å) or molybdenum (0.71 Å) targets. This beam is then filtered
by a nickel filter, for a beam generated by a copper target, or
by a zirconium filter, for a beam generated by a molybdenum
target, before contacting the crystal sample. The X-rays reflected
from the sample are then filtered by another filter before
reaching the detector. The two goniometers are used to change

(a)

(b)

Form I

Form II

Fig. 5. Single crystal of aspirin: a) Form I and b) Form II

the incident X-ray angle (θ) for the source and the reflecting
X-ray angle (2θ) for the detector. Approximately 80-100 mg
of sample is used in the analysis. To measure the powder
pattern, a randomly oriented sample is prepared to expose all
the plains of the sample. The scattering angle θ is measured
by slowly rotating the sample and using a scintillation counter
to measure the angle of diffracted X-rays with respect to the
angle of the incident beam. Alternatively, the angle between
the sample and source can be fixed and the detector is moved
along the prescribed path to determine the angles of the
scattered radiation. The PXRD pattern between the scattering
angle (2θ) and intensity (counts) thus consists of a series of
peaks detected at characteristic scattering angles. These angles
and their relative intensities can be correlated with the d spacing
to obtain a complete crystallographic characterization of the
powdered sample. The United States Pharmacopeia states that
two polymorphs are said to be identical if the scattering angle
of their 10 strongest reflections agree within ± 0.2° and if the
relative intensities of these reflections do not vary by more
than 20 %, but this does not apply in the case of solvates or
hydrates. If the patterns of a 100 % crystalline and a 100 %
amorphous material can be established, then the integrated
peak intensity of the analyte can be used to calculate the percen-
tage of crystallinity. Typical PXRD patterns of theophylline
in the metastable (M), anhydrous (I) and monohydrate (II)
state are shown in Fig. 6 [65]. The metastable form shows the
same peaks as the monohydrate form, except that the peaks
are sharper in the latter. The anhydrous form shows a peak at
a 2θ of approximately 7°, i.e. between 5-10°, which is absent
in both the monohydrate and metastable forms.

Fig. 7 shows the PXRD pattern of the crystalline and
amorphous forms of sucrose. The crystalline form shows sharp
peaks, whereas the amorphous form does not show any peaks
[66].
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Fig. 6. Diffractograms of theophylline in the metastable (M), anhydrous
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Fig. 7. (a) Crystalline (b) amorphous form of sucrose

The anhydrous and hydrate forms of moxifloxacin (Fig.
8) show different PXRD patterns over the 2θ range of 25-30°
[64]. Eight different PXRD patterns were shown by Lang et al.

[66] for a drug for Sanofi Aventis.
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Fig. 8. Anhydrous and hydrate form of moxifloxacin

Microscopy: Microscopy is another important tool for
the characterization of polymorphs and solvates. Since the
crystal structures of different polymorphic forms are different,
they give unique microscopic pictures. This technique can be
divided into two types, namely, optical and electron microscopy.
While optical microscopy is limited to 600× magnification,
90000× magnification is possible for electron microscopy.
Each technique provides specific information. Substantial
characterization of the polymorphic system can be accom-

plished using two types of microscopic methods. Electron
microscopy gives excellent topographic and shape information
[67,68]. Optical microscopy can capture images of wet samples
and therefore can be used for samples in solution. The time to
obtain a good optical microscopy or electron microscopy image
depends on experience and skill, varying from several minutes
to much longer. Optical microscopy is not a destructive method
and thus, the sample can be recovered after analysis. In this
method, an amorphous sample shows dark patches, as it does
not reflect light, while a crystalline sample shows a coloured
pattern. Therefore, optical microscopy is used to check for
amorphicity in crystalline forms and vice versa. Optical micro-
scopy images of (S)-4-[[[1-(4-flurophenyl)-3-(1-methyl-ethyl)-
1H-indol-2-yl]-ethnyl]-hydroxyphosphinyl]-3-]hydroxyl-
butanoic acid sodium salt at relative humidities of 11, 60, 75
and 84 % are shown in Fig. 9 [69].

Fig. 9. Optical microscopy images of (S)-4-[[[1-(4-flurophenyl)-3-(1-methyl-
ethyl)-1H-indol-2-yl]-ethnyl]-hydroxyphosphinyl]-3-]hydroxyl-
butanoic acid sodium salt

Solid-state NMR (SSNMR): SSNMR spectroscopy is one
of the most important analytical techniques for the determi-
nation of molecular structure [70]. Obtaining high-resolution
spin-1/2 SSNMR spectra has become routine with the introduc-
tion and implementation of the cross polarization/magic angle
spinning (CP/MAS) technique and hardware advances. The
most widely used SSNMR technique for the structural charac-
terization of food solids is 13C CP/MAS NMR spectroscopy.
SSNMR spectra of crystalline materials often feature sharp
resonances at chemical shifts characteristic of the molecular
and crystal structure. This technique is also used for the study
of conformational polymorphism because small changes in
conformation and local electronic structure could cause obser-
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vable differences in chemical shifts [71,72]. Different crystal
forms can have relatively large changes in some chemical shift
resonances [73]. A literature survey reveals the use of SSNMR
spectroscopic data with PXRD. In the case of neotame poly-
morphs [74], the existence of seven polymorphic forms could
be confirmed with the SSNMR technique. In this case, PXRD
could not detect the conformational polymorphs.

SSNMR also provides information about molecular
dynamics [75]. Although molecular motions can be studied
using anisotropic displacement parameters from PXRD, the
technique are limited to motions that are comparatively fast
(about 10–18 s). Therefore, slow dynamic processes cannot be
distinguished from static disorder in molecular solids using
diffraction techniques. SSNMR methods complement X-ray
methods, as the former allows the study of a wide range of
time scales (about 10–2 to 10–10 s) over which molecular motions
occur. The solid-state NMR spectrum of Form I of benoxaprofen
is shown in Fig. 10. The NMR spectrum of the completely
decoupled solution phase shows all individual peaks, whereas
the NMR spectrum of Form I shows unresolved broad peaks
between 100-150 ppm [76].
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Fig. 10. Solid-state NMR spectra of the 1) completely decoupled solution
phase and 2) Form I of benoxaprofen

Fourier transform infrared spectroscopy: Fourier trans-
form infrared (FT-IR) spectroscopy combines the advantage
of IR spectroscopy and Fourier transformation to allow the
identification of the molecular vibrations and bending of
organic functional groups. Fourier transform improves the
throughput of the instrument and much greater signal-to-noise
ratios are observed [77]. It also decreases the analysis time. In
most cases, a good spectrum can be collected in 1-2 min. FT-
IR spectroscopy is a low-cost, easy-to-use and well-understood
technique. The IR beam used in FT-IR is passed through a
Michelson interferometer to maintain the intensity of the IR
source and then through the sample to cause IR absorption [78].
After the detector receives the IR signal, the optical process is
finished. This electronic process is combined with Fourier
transformation, named after Jean-Baptiste Joseph Fourier, who
converted time-based signals (described as a series of
sinusoidal terms) into the frequency domain.

The spectrum is specific to each molecule and can identify
the functional groups in a sample. The solid spectra of many
polymorphic systems, such as tegafur [79], etoposide [80] and

carbamazepine [81], have been found to differ only slightly,
indicating that the molecular vibration pattern is not appre-
ciably affected by differences in the crystal structure, whereas
for ranitidine hydrochloride [82] and mexiletine hydrochloride
[83], an appreciable change in the IR frequencies was observed.
FT-IR spectroscopy is a widely used technique for the charac-
terization of solvates. As solvent molecules are incorporated
in the crystal lattice, the solvated structure becomes sufficiently
different from the anhydrous form. Studies carried out in the
high-energy region of the infrared spectra yields spectral diffe-
rences between solvated phase and the anhydrous phase. When
water acts as a solvation agent, the frequencies at 3600-3100
cm-1 are found to be mostly affected, as observed in the case
of digoxin [84], ampicillin [85] and trazodone hydrochloride
[86]. Organic solvents also induce appreciable changes in the
high-energy spectral region. The IR spectra of the methanol-
solvated form and anhydrous Form I of 9,10-anthraquinone
are shown in Fig. 11. The solvated phase shows sharp peaks,
whereas the anhydrous phase shows broad peaks.
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Fig. 11. IR spectra of 9,10-anthraquinone: 1) methanol-solvated form and
2) anhydrous Form I

Raman spectroscopy: Raman spectroscopy also records
the vibrational modes of a compound by measuring the inelastic
scattering of radiation by a non-absorbing medium [87]. When
a beam of light is passed through a compound, approximately
all photons are scattered with a loss or gain in energy. Inelasticity
scattered radiations can occur at lower (Stokes lines) and higher
(anti-Stokes lines) frequencies relative to that of the incident
light. The energy displacements relative to the energy of the
incident beam correspond to the vibrational transition frequencies
of both media. For high-frequency vibrations, the Stokes lines
are intense relative to the anti-Stokes lines. Raman spectra
make exclusive use of the Stokes component. Therefore, Raman
scattering bands are quite sharp. The Raman spectra of fluco-
nazole in Form I and Form II show a difference above 3000 ν.
In Form II, the peak exists as a single peak, while in Form I,
two peaks are observed (Fig. 12) [88]. Raman spectroscopic
studies were also done on Difunisal Form I-IV to deeply under-
stand the crystallization pattern [89]. Computer simulations have
also played an important role in polymorph predictions [90].

Conclusion

The techniques described above are used not only to
identify and characterize new morphs but to resolve mixtures of
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Fig. 12. Raman spectra of fluconazole: 1) Form I and 2) Form II

morphs. For example, a slow PXRD scan can be run to identify
the characteristic peaks of a certain morph in a mixture of
morphs. DSC clearly depicts the morph by showing two
endotherms in the case of solvates/hydrates. TGA also shows
weight loss in the case of solvates/hydrates. The most commonly
used techniques are PXRD, DSC and TGA, while single crystal
and solid-state NMR are used as specialized techniques in some
large pharmaceutical companies.
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